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ABSTRACT
Testing-based fault localization has been a significant topic in soft-
ware engineering in the past decades. It localizes a faulty program
element based on a set of passing and failing test executions. Since
whether a fault could be triggered and detected by a test is related
to program semantics, it is crucial to model program semantics
in fault localization approaches. Existing approaches either con-
sider the full semantics of the program (e.g., mutation-based fault
localization and angelic debugging), leading to scalability issues,
or ignore the semantics of the program (e.g., spectrum-based fault
localization), leading to imprecise localization results. Our key idea
is: by modeling only the correctness of program values but not
their full semantics, a balance could be reached between effective-
ness and scalability. To realize this idea, we introduce a probabilis-
tic approach to model program semantics and utilize information
from static analysis and dynamic execution traces in our model-
ing. Our approach, SmartFL (SeMantics bAsed pRobabilisTic Fault
Localization), is evaluated on a real-world dataset, Defects4J. The
top-1 statement-level accuracy of our approach is 21%, which is
the best among state-of-the-art methods. The average time cost
is 210 seconds per fault while existing methods that capture full
semantics are often 10x or more slower.

CCS CONCEPTS
• Software and its engineering → Software testing and de-
bugging.
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1 INTRODUCTION
In the last two decades, testing-based fault localization, or fault
localization in short, has been a research focus in software engi-
neering [2, 11, 23, 33, 38]. Given a program and a set of tests with
at least one failing test, a fault localization approach computes the
suspiciousness score of each program element to determine which
one is the most suspicious to be faulty. Here the program elements
can be statements, methods, files, or at any needed granularity.

Among the large body of fault localization research, a central
focus is coverage-based fault localization. Coverage-based fault
localization infers the suspiciousness scores of program elements
based on the coverage information, and the basic idea is that an
element covered more by failing tests rather than passing tests is
more likely to be faulty. For example, spectrum-based fault local-
ization (SBFL) [13], one of the most well-known fault localization
families, calculates the suspiciousness score of a program element
based on the number of passing tests and the number of failing
tests covering the element.

However, whether a buggy program element causes the failure of
a test is determined by four conditions [30, 32, 37]: (1) whether the
test covers the buggy program element, (2) whether the execution
of the buggy program element results in an error in the program
state, (3) whether the error in the program state is propagated to
the output and (4) whether the error in the output is captured by
an assertion or not. Coverage-based fault localization ignores the
semantics of the target program and thus only considers the first
condition. A test may cover a buggy program element but still
pass because the latter three conditions are not satisfied, leading to
inaccuracies in coverage-based fault localization.

To overcome this problem, different approaches have been pro-
posed to take the latter three conditions also into consideration.
For example, mutation-based fault localization (MBFL) [21, 23] gen-
erates many mutations on each element and watches whether the
program output or the test result (i.e., the pass/fail status) changes.
If a change in a statement is more likely to change the program
output or the test result in the failing tests, and less likely in the
passing tests, the statement is likely to be faulty. Angelic debug-
ging [6, 7] uses symbolic analysis to determine whether the result
of an expression can be modified to reverse the results of failing
tests while maintaining the results of the passing tests, and such an
expression is considered more likely to be faulty. However, these
approaches take the full program semantics into consideration, and
thus the analysis is inevitably heavy. As an existing study [38]
reveals, mutation-based fault localization often requires hours to
localize a single fault. As far as we are aware, there is so far no
successful application of angelic debugging to large programs.
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In this paper, we propose a novel approach to fault localization,
SmartFL, that considers the four factors via efficient probabilistic
modeling of the program semantics. Our approach considers a
sample space of all possible faults and analyzes which program
element is more likely to be faulty based on current test results. Our
core insight is that the probability of a fault in the current program
element leads to the current test results can be efficiently estimated
by analyzing the following:

• the probability of each instruction in the traces of test exe-
cutions to introduce an error into the system state.

• the probability of each instruction to propagate an error.
In this way, we do not need to consider the full semantics and

can abstract each value into two possibilities: faulty or not. Conse-
quently, the analysis is significantly simplified and can be efficiently
approached. Along with this insight, we build a probabilistic model
based on the test execution traces and calculate the posterior prob-
abilities of whether a statement is faulty based on the test result.

However, realizing this idea still has two main challenges. The
first one is how to model the effect from the control statements. If
the result of a conditional expression is faulty, the executed state-
mentsmay have been changed and thus analyzing only the executed
instructions in the trace is insufficient. To overcome this challenge,
we statically analyze the impact of each conditional expression
and combine the static impact with the dynamically obtained trace.
The second one is scalability. Though our modeling is significantly
simpler than a model from the full semantics, the probabilistic
model may still be large as the test execution traces can be long.
To overcome this challenge, we have introduced methods to select
and compress traces and utilize an efficient probability inference
algorithm [16, 25].

We have evaluated our approach on the widely-used Defects4J
benchmark [15]. The results show that our approach significantly
outperforms MBFL, the representative approach that leverages full
program semantics, in terms of both efficiency (210s per fault avg.)
and effectiveness (21% Top-1 accuracy). Our approach is also com-
plementary to existing approaches: while combining our approach
with existing approaches using the CombineFL framework [38],
the performance of the combined approach is further significantly
boosted by 26(12%) on Top-1 accuracy.

In summary, this paper makes the following main contributions.
• A fault localization approach by efficient modeling of pro-
gram semantics

• Novel techniques for modeling the control statements and
for addressing scalability.

• An evaluation on the Defects4J dataset to show the effective-
ness and the efficiency of our approach.

The rest of the paper is organized as follows. Section 2 motivates
our approach with examples. Section 3 presents basic mathematical
background about factor graphs. Section 4 describes our approach
in detail, with an emphasis on how to build the probabilistic model.
Section 5 shows the experiment results and answers the research
questions. Section 6 discusses related research. Section 7 concludes
the paper.

2 OVERVIEW
In this section, we motivate our approach using an example.

1 public class CondTest {
2 public static int foo(int a) {
3 if (a <= 2) { // buggy , should be a < 2
4 a = a + 1;
5 }
6 return a;
7 }
8
9 @Test
10 void pass() {
11 assertEquals (2, foo(1));
12 }
13
14 @Test
15 void fail() {
16 assertEquals (2, foo(2));
17 }
18 }

Figure 1: A Motivating Example for Condition Modeling

Motivating Example. Figure 1 (a) is a simple program for illus-
tration purpose. The buggy condition a <= 2 at line 3 replaced
the correct condition a < 2. There are two test cases to find the
fault. For test pass, the fault does not influence the evaluation of
the condition so the result is correct. However, in test fail, the
fault misleads the test to the wrong branch and gets a wrong result.
Here we assume statement-level fault localization, and a desirable
approach should rank line 3 at the top.
Coverage-basedApproaches. Wefirst demonstratewhy coverage-
based approaches such as SBFL fail to discover this bug. Coverage-
based approaches utilize code coverage information to calculate sus-
piciousness scores. In SBFL approaches, the suspiciousness scores
of an element 𝑒 are calculated from four numbers: the number of
passing tests covering 𝑒 , the number of failing tests covering 𝑒 , the
total number of passing tests, and the total number of failing tests.
However, in the above case, the coverage of passing tests and fail-
ing tests are completely identical, resulting in equal suspiciousness
scores for every statement regardless of specific SBFL formulas.

As analyzed in the introduction, SBFL formulas cannot distin-
guish the suspicious degrees of different statements because cover-
age is only one out of the four conditions that lead to test failure.
In test pass, though the faulty expression is covered, the resulted
runtime state is still correct, and thus calculating suspiciousness
with only coverage cannot distinguish each statement.
Other Existing Approaches. To address the above challenge,
many existing approaches try to analyze also the latter three condi-
tions, i.e., whether the execution of a statement produces a faulty
state, whether the faulty state is propagated to the output, and
whether the test captures the fault in the state. However, to analyze
the three conditions precisely, we need to consider the full seman-
tics of the program, which is difficult to achieve efficiently. Here
we analyze two families of approaches.

A typical family is MBFL. MBFL mutates each statement to gen-
erate multiple mutants, and check whether the output of each
test execution [23] or the test result (i.e., the pass/fail status) [21]
changes. In this case, mutating the statement at line 4 or the state-
ment at line 6 has a high probability to fail test pass, while mutating
the statement at line 3 has a much smaller probability to fail test
pass. In this way, we know that the statement at line 3 has a weak
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correlation to the test result of pass and is more likely to be faulty.
However, to obtain statistically significant information, we need to
generate a number of mutants for each statement, and all tests need
to be executed on each mutant, which takes a significant amount
of time. In an existing empirical study [38], mutation-based fault
localization requires hours to localize a single fault.

Another example family is angelic debugging [6, 7]. Angelic
debugging analyzes, for each expression, whether its result can be
modified to reverse the results of failing tests while maintaining
the results of the passing tests. In this example, changing the result
of expression a+1 at line 4 or the result of expression a at line 6
to any value different from 2 would fail test pass, and thus the
two expressions are not considered to be buggy. However, such an
analysis requires symbolic reasoning, which is known to be heavy
and has limited scalability. So far there is no successful application
of angelic debugging to large programs within our knowledge.
Our Approach. Different from the above approaches, our ap-
proach takes a probabilistic view on fault localization. Let us con-
sider a sample space of all possible faults that the current program
could potentially contain. Given the current test results as an ob-
servation, our approach estimates the probability of each program
element being faulty. To efficiently estimate the probabilities, our
approach builds a probabilistic model based on the probability that
each statement produces and propagates faulty values.

Concretely, we introduce a set of Bernoulli random variables to
represent whether a statement is correct, denoted by 𝑆𝑖 , where 𝑖 is
the line number of the statement. We also introduce another set of
Bernoulli random variables to represent whether the output value of
an expression execution is correct. In this example, we use𝑉𝑝,𝑖 (𝑉𝑓 ,𝑖 )
to denote the value produced by the expression execution at line 𝑖
in test pass (fail). Similarly,𝑉𝑝,2 and𝑉𝑓 ,2 denotes the correctness
of the test inputs and 𝑉𝑝,6 and 𝑉𝑓 ,6 denotes the correctness of the
test outputs.

Since the input values of the tests are correct, we have the fol-
lowing probabilities.

𝑃 (𝑉𝑝,2 = 1) = 𝑃 (𝑉𝑓 ,2 = 1) = 1

Please note that since the Bernoulli random variables are binary,
we also know 𝑃 (𝑉𝑝,2 = 0) = 𝑃 (𝑉𝑓 ,2 = 0) = 0. To ease presentation,
we will only present one of the two probabilities.

Since pass passes and fail fails, we have the following proba-
bilities.

𝑃 (𝑉𝑝,6 = 1) = 1 ∧ 𝑃 (𝑉𝑓 ,6 = 1) = 0

Now let us further consider the probabilities that the statements
produce and propagate the faulty values. First, we notice that if the
statement must be executed during the test execution, the statement
itself is correct, and the input values are all correct, the result must
be correct. Then we have the following conditional probability

𝑃 (𝑉𝑡,3 = 1 | 𝑆3 = 1 ∧𝑉𝑡,2 = 1) = 1
𝑃 (𝑉𝑡,6 = 1 | 𝑆6 = 1 ∧𝑉𝑡,4 = 1) = 1 where 𝑡 ∈ {𝑝, 𝑓 }

Then, we notice that whether the statement at line 4 should be
executed depends on the result of the expression at line 3. That
is, if the expression produces the correct result, the executions of
the statement at line 4 in the two tests are correct. Then we have
the following conditional probability by considering both data and

control dependencies.

𝑃 (𝑉𝑡,4 = 1 | 𝑆4 = 1 ∧𝑉𝑡,2 = 1 ∧𝑉𝑡,3 = 1) = 1 where 𝑡 ∈ {𝑝, 𝑓 }

Next, we consider the case where faulty values may be produced
or propagated. If an expression may produce a faulty result, any
of the three following conditions must hold: the expression itself
is wrong, the input of the expression is wrong, or the expression
should not be executed. To simplify our probabilities model, we
do not distinguish the three cases, and uniformly consider the
probability that an expression returns a faulty value when some
source is wrong.

We notice that different types of operations behave differently.
Some are very sensitive to the faults: when something goes wrong,
the result is highly likely to be wrong. In our example, a+1 is such
an operation. Some are insensitive to the faults: when something
goes wrong, the result could still be correct. In our example, a <=
2 is such an operation. As a result, we give a high probability to the
sensitive operations of returning a faulty value when something is
wrong and give a lower probability to the insensitive operations.
As a result, we have the following probabilities.

𝑃 (𝑉𝑡,3 = 0 | 𝑆3 = 0 ∨𝑉𝑡,2 = 0) = 0.5
𝑃 (𝑉𝑡,4 = 0 | 𝑆4 = 0 ∨𝑉𝑡,2 = 0 ∨𝑉𝑡,3 = 0) = 0.99
𝑃 (𝑉𝑡,6 = 0 | 𝑆6 = 0 ∨𝑉𝑡,4 = 0) = 0.99

where 𝑡 ∈ {𝑝, 𝑓 }

Based on the above probabilities, we build a factor graph [16]
using these probabilities as references. Factor graph is a probabilis-
tic graph modeling technique where constraints over the random
variables could be easily added. Finally, we use a probabilistic in-
ference algorithm named loopy belief propagation [25] to infer
𝑃 (𝑆𝑖 = 0) for each 𝑖 . These probabilities reflect the suspiciousness.
In this example, we would successfully infer 𝑃 (𝑆3 = 0) ≈ 0.707,
𝑃 (𝑆4 = 0) ≈ 0.270, and 𝑃 (𝑆6 = 0) ≈ 0.223. 𝑆3 has the highest
probability to be faulty, i.e, successfully localizing the fault.
Challenges. While the basic idea is straightforward, realizing this
idea needs to address multiple challenges. The first challenge is
modeling the effects of control statements. In Figure 2, the failing
test goes through the else branch, leaving line 5 unexecuted, and
thus fails the assertion. In this case, the value of a is incorrect, but
the current modeling cannot relate this fault to the conditional
expression at line 4 because a is not changed by any statement
during the test execution.

To overcome this problem, we need to model the effect of the
unexecuted branch: the value of 𝑎 could be faulty when the con-
dition is faulty. We perform static analysis to obtain the variables
changed by the unexecuted branch, i.e., a, and then add statement
a=a after line 7 (denoted as line 7.1), i.e., the end of the executed
branch. Then following the same procedure, we would obtain the
following conditional probability from the newly added statement:

𝑃 (𝑉𝑡,7.1 = 0 | 𝑆7.1 = 0∨𝑉𝑡,4 = 0∨𝑉𝑡,2 = 0) = 0.99 where 𝑡 ∈ {𝑝, 𝑓 }

In this way, the value of𝑎 and the value of the conditional expression
are related. Finally, the suspiciousness score of the conditional
expression at line 4 is assumed to be the maximum value of 𝑃 (𝑆4 =
0) and 𝑃 (𝑆7.1 = 0).

The second challenge is scalability. This challenge comes from
two aspects: (1) a project may contain many tests, and modeling
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1 public class Unexecuted {
2 public static int foo(int a) {
3 int b = 0;
4 if (a < 10) // buggy , should be a<=10
5 a += 2;
6 else
7 b++;
8 return a;
9 }
10
11 @Test
12 void pass() {
13 assertEquals (11, foo(9));
14 }
15
16 @Test
17 void fail() {
18 assertEquals (12, foo (10));
19 }
20 }

Figure 2: An Example of Unexecuted Branch

all of them may lead to a very large model, while many tests are
unrelated to the current fault; (2) a test execution trace may be
extremely long due to the existence of loops, while such long loops
provide repeated information and modeling such a trace alone leads
to a very large model. To address the first issue, we introduce a
two-phase instrumentation, and use a coarse-grained instrumenta-
tion to filter out tests unrelated to the failing ones. To address the
second issue, we introduce a loop compression algorithm to select
typical iterations such that all control/data dependencies between
statements and variables within any iteration are covered by at
least one selected iteration. In this way, we model the main effects
of the loop execution with a small number of iterations. We also
introduce a compression method to compress the methods only
covered by the passing tests as one node. The details can be found
in Sections 4.4 and 4.6.1.

3 BACKGROUND
Before introducing our approach, we describe background informa-
tion about factor graph [16], which our probability model is based
on.

A factor graph is a bipartite graph representing the factorization
of a probability distribution. The two parts of vertices are node
vertices and factor vertices. Given a factor graph 𝐺 = (𝑋, 𝐹, 𝐸)
consists of a node vertex set𝑋 = {𝑥1, 𝑥2, . . . , 𝑥𝑛}, a factor vertex set
𝐹 = {𝑓1, 𝑓2, . . . , 𝑓𝑚} and an edge set 𝐸. Each node 𝑥𝑖 ∈ 𝑋 represents
a random variable in the distribution. Each factor 𝑓𝑗 ∈ 𝐹 represents
amultivariate function, mapping from some of the random variables
to a real value representing the relative likelihood of the event. If
there is an edge from 𝑥𝑖 to 𝑓𝑗 , 𝑥𝑖 is an input variable of 𝑓𝑗 . Let
𝑆 𝑗 ⊆ 𝑋 be the set of the input variables of 𝑓𝑗 . The production of
all factors represents the probabilistic weight. Therefore, the joint
probability distribution can be defined as

𝑝 (𝑥1, 𝑥2, . . . , 𝑥𝑛) =
∏𝑚

𝑗=1 𝑓𝑗 (𝑆 𝑗 )∑
𝑥1,𝑥2,...,𝑥𝑛

∏𝑚
𝑗=1 𝑓𝑗 (𝑆 𝑗 )

Notice that the denominator representing the total probabilistic
weight from the entire sample space is used to normalize the prob-
ability.

Figure 3: Approach Workflow.

Multiple algorithms exist to infer the marginal distribution of
the random variables. For example, loopy belief propagation [25] is
an efficient approximating algorithm to infer the marginal distribu-
tions.

4 OUR APPROACH
In this section, we first describe our approach in detail and then
describe various optimizations we applied to scale it. Figure 3 shows
the workflow of our approach. First, our approach instruments
the subject program to generate execution traces of the test cases.
Then, our approach applies static analysis on the whole program
and dynamic analysis on the execution traces to extract control
dependency and data dependency respectively. Next, our approach
builds a probabilistic graphical model (i.e., a factor graph) based on
this information that describes how the correctness of each program
element affects each other. Finally, our approach adds results of the
test cases as evidence to the model and performs marginal inference
conditioning on them. Our approach ranks the statements based
on their marginal probabilities and outputs this ranking.

4.1 Instrumentation
Our approach instruments test runs at the bytecode level and col-
lects traces that are further used in dependency analysis. Concretely,
our trace includes a sequence of instruction executions, where each
instruction execution includes the ID of the instruction, the type of
the instruction, the values read/written by this instruction, and the
change to the program counter. To facilitate understanding, we will
describe our approach at the Java source code level, and use “state-
ment” and “instruction” interchangeably. Yet the readers should be
aware that the collected traces are at the level of bytecode.

4.2 Dependency Analysis
Modeling dynamic data dependency can easily be done by utilizing
the information from collected traces. For any read operation on
a memory location, the most recent write and its corresponding
instruction can be resolved by sequentially iterating instructions in
the tracewhile keeping track of all memorywrites. This information
is used in building the probabilistic graph described in Section 4.3.

Besides data dependencies, we also need to consider control
dependencies to precisely model how errors are introduced and
propagated. Unlike modeling data dependencies, we need to con-
sider information from the whole program rather than only from
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1 public int foo (...) {
2 if (condition)
3 return a;
4 ...
5 return b;
6 }

Figure 4: Example Program Demonstrating Control Depen-
dencies.

traces. To decide whether a branching statement controls another
statement in execution, one needs to investigate whether the state-
ment would still be executed if the branching statement turns to a
different branch other than the one taken in the execution. This can
only be achieved with the information of program fragments en-
closed in the unexecuted branch. Consider the program in Figure 4.
Suppose in a concrete run, the program takes the false branch, and
thus the trace is if(false) ... return b. The trace does not include the
information of the true branch and it remains unclear whether line
5 would be executed if the true branch was taken. However, by
investigating the program, we know that the dependency holds as
the method will return at line 3 if the branching statement takes
the true branch. As a result, the branching statement controls all
other statements in the method, as its branching status affects all
other statements being executed or not.

To precisely model control dependencies, we apply a static anal-
ysis [8] that calculates dominance relations [3] between statements
on control flow graphs. Intuitively, a control statement controls all
its subsequent statements in its control flow graph until it reaches
statements that post-dominate it.

4.3 Building the Probabilistic Graph
After dependency analysis, our approach builds a factor graph
(described in Section 3) that models how errors are introduced
and propagated based on dependency information and program
semantics. In the graph, a node denotes a random variable that
represents the correctness of a statement or a run-time variable’s
value; edges are added based on control and data dependencies;
factors describe how likely errors can be introduced or propagated
in a certain way. An example factor graph is shown in Figure 5. We
next describe each component in detail.

Nodes. A node is a Bernoulli random variable that represents the
correctness of a run-time value or a statement. The former is called
a value-node, and the latter is called a statement-node.

Our approach adds a value-node to the graphwhenever an assign-
ment occurs on a variable or a field in the trace. Thus a variable/field
corresponds to multiple nodes in the graph, each of which corre-
sponds to a value it holds during executions. As for statements, we
create only one statement-node for each statement in the program
as a statement’s correctness should be consistent among all test
executions. Thus, sub-graphs constructed from different test cases
are connected through statement-nodes.

Edges. Edges are added based on the control and data depen-
dencies. In a factor graph, nodes are not directly connected, and
an edge always connects a node to a factor. There are two types
of factors in our model: semantics-factors and evidence-factors.

Figure 5: Generated factor graph for Figure 1.

Semantics-factors and evidence-factors add program semantics and
observation evidence to our model respectively, which we will
discuss later.

For a node whose correctness is known (e.g. from the test oracle),
we introduce an evidence-edge to link it with a corresponding
evidence-factor.

For each statement, we introduce a semantics-factor and cor-
responding edges to describe how errors can be introduced by
it or propagated through it. Concretely, the following nodes are
connected to the semantics-factor:

(1) The statement-node itself.
(2) A value-node that represents the value that is written by the

statement.
(3) Value-nodes that represent values that are read in the state-

ment.
(4) Value-nodes that represent the condition values that control

the current statement.
The corresponding edges that connect to these nodes are called:
statement-edge, define-edge, use-edge, and control-edge, respec-
tively. These edges together link a value-node denoting the result
of the statement ((2)) with its possible immediate sources of errors
((1)(3)(4)).

Factors. As described in Section 3, each factor represents a mul-
tivariate function. In our model, the function of a semantics-factor
evaluates how likely a value can become erroneous after executing
a statement. The main idea is that if any of the following:

(1) The current statement
(2) All values it uses
(3) All condition values that controls it

is erroneous, then there is a possibility that the value it defines is
erroneous. We refer to all the three former elements as “sources”,
and the last one as “result” in the rest of this section.

Table 1 shows the function of semantics-factors. The column
“Sources” indicates whether all the sources are correct, while the
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Table 1: The truth table of a semantics-factor.

Sources Result Factor Value
Insensitive Sensitive

1 1 1 1
1 0 0 0
0 1 0.5 0.01
0 0 0.5 0.99

column “Result” indicates whether the result is correct. The “Fac-
tor Value” column indicates the likelihood of different correctness
states of sources and the result. Note the factor values cannot be
directly interpreted as probabilities, but as a way to compare the
likelihood between different states of sources and the result. Further,
we observe that statements whose operators are “<”, “>”, “==”, “!=”
or “%” are less sensitive to the correctness of the sources than other
operators (e.g. “+” , “×”). For example, when 𝑥 contains an incorrect
value, there is a higher chance for 𝑥 > 0 to produce a correct value
than 𝑥 + 1, as the prior has a much smaller value domain {True,
False}. Following this intuition, we divide the “Factor” column into
“Insensitive” and “Sensitive” for these two types of statements.

We now explain the meaning of each row in the table. The first
two rows mean that when all the sources are correct, the statement
should always produce a correct result. The last two rows mean
that when the sources are not fully correct, there is still a chance for
the result to be correct. For insensitive statements, such a chance
is moderate (0.5), which is the same as the chance for the result to
be incorrect. While for sensitive statements, such a chance is very
low (0.01), and the chance for the result to be incorrect is very high
(0.99). We refer to parameters 0.5, 0.01, and 0.99 as moderate, very
low, and very high factor values in Section 5, and the impact of
different parameter values is further discussed in RQ3.

Finally, we can infer the correctness of some program elements
from test inputs and test assertions. Most notably, we have the
followings:

(1) Test inputs should be correct.
(2) The Boolean value produced by passing assertions should

be correct.
(3) The Boolean value produced by failing assertions should be

incorrect.
We add these information to our model as follows: for each evidence
(𝑥 = 𝑒), an evidence-factor linking to the corresponding program
element is added to the graph, with the factor function defined as
follows: 𝑓 (𝑥 = 𝑒) = 1 and 𝑓 (𝑥 ≠ 𝑒) = 0.

4.4 Capturing Semantic Effect of Unexecuted
Statements

So far, we have introduced how to model the data dependencies
and control dependencies between statements that are executed
in test cases. However, this information is not enough to locate
faults precisely because an error can be introduced if necessary
statements are not executed. Consider the example in Figure 2 again.
The assertion on line 18 fails because the statement on line 5 is
not executed, which is further caused by the incorrect branching

statement on line 4. However, one cannot capture this connection by
only reasoning about control dependencies and data dependencies
recovered from the trace.

To model this information precisely, one needs to also reason
about data dependencies and control dependencies between ex-
ecuted code and unexecuted code. However, a full-fledged static
analysis that considers all possible behaviors of the program would
be too expensive. Instead, we take a lightweight approach that ab-
stracts the effect of unexecuted code by transforming the original
program. Briefly, for a condition 𝑐 , let S be the set of all variables
defined by the statements controlled by 𝑐 . For each variable 𝑣 in 𝑆 ,
the transformation adds a complementary statement 𝑣 = 𝑣 at the
end of each branch. The complementary statement is regarded as
the branching statement in the result, as the incorrectness of 𝑣 = 𝑣

means the program has taken the wrong branch. For simplicity, we
only consider variables on the stack in our implementation. Such a
transformation does not change the program’s semantics but allows
our control dependency analysis and data dependency analysis to
abstract the effect of unexecuted code automatically.

4.5 Getting the Final Result
The factor graph that is built using the above steps defines a joint
distribution of the correctness of all program elements. We now
can perform a marginal inference on the graph, which produces
the probability of a program element being incorrect. This in turn
is used to produce the final ranking of fault localization. We im-
plement the inference using an efficient iterative algorithm called
loopy belief propagation [25]. Finally, we perform dynamic slicing
to filter elements irrelevant to the fault.

4.6 Scaling Our Approach
Instrumenting program runs can produce enormous execution
traces. These can lead to gigantic factor graphs which cannot even
be stored in physical memory, let alone performing inference. To
address this challenge, we apply several techniques to reduce the
trace sizes within and across test cases.

4.6.1 Reducing Sizes of Traces. We apply two techniques to re-
duce the size of a given trace: compressing loops, and selectively
instrumenting methods.

As pointed out in Section 2, heavy loops may lead to long traces,
resulting in a very large model. In addition, it also contains repeated
code patterns, which provides very little information to our proba-
bilistic model. To reduce the trace caused by the loops, we would
like to select a key subsequence of the trace containing some of
the iterations. Here we define a subsequence as a key subsequence
if all control/data dependencies between statements and variables
within any iteration are covered by at least an iteration in the sub-
sequence. In this way, we can model the main effect of the loop
while significantly reducing its size.

To select the key subsequence, we check each pair of adjacent
iterations. If the sequences of statements executed in the two it-
erations are identical, we only keep the first iteration in the final
trace. As for nested loops, we first compress the inner loops and
then compress the outer loops. As a result, for any sequence of
statements executed, at least an iteration is kept to represent the
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sequence. Accordingly, all control/data dependencies are kept with
respect to the key subsequence.

Second, we observe that parts of the passing traces can be sum-
marized into atomic statements. The key insight is that the incorrect
statements that are responsible for the failure must be covered by
at least one of the failing test cases. As a result, for a sequence of
statements that are only covered in passing test cases, we only care
about the dependencies between them and other statements but not
the dependencies between statements inside the sequence, because
none of them can be the faulty statement our approach is trying to
locate. This sequence in turn can be treated as one atomic statement.
We perform such compression at method levels as statements inside
them usually have limited dependencies with statements outside
them. For example, when a method does not access the heap, it can
be summarized as a statement that calculates its return value based
on the parameters. Concretely, we also consider field access of the
callee object when the method is non-static, as setters and getters
are very common practices in Java that involve field access.

4.6.2 Selecting Test Cases. While our techniques are effective in
reducing trace sizes, some of the traces can be still too large to
be included. Therefore, we introduce several techniques to select
a subset of test cases whose information will be included in our
modeling.

First, we observe that while all failing test cases usually carry
useful information about faults, not all passing test cases are useful.
In particular, if a passing test has a completely different coverage
compared to failing tests, it carries no information for localization
as it does not cover any suspicious location. Similarly, if a passing
test case covers a very different set of methods compared with the
failing test cases, it is unlikely it is useful in locating the faults. To
realize this idea, we first run a coarse-grained instrumentation to
get method-level coverage. The tests are ranked by the number
of commonly covered methods with failing tests. Except for the
top 50 tests, the remaining tests are excluded from fine-grained
instrumentation, which is often costly because of heavy I/O.

Second, due to practical concerns, we exclude very long traces
and some traces when the probabilistic graph becomes too large.
To handle the former case, we set a hard limit on the size of any
given trace and discard traces whose size has reached this limit. To
handle the second case, we set a limit on the size of the probabilistic
graph under construction. More concretely, when constructing a
graph, we consider all failing test cases. As for passing test cases,
we sort their traces by the size in ascending order and add their
information one-by-one to the graph until the graph size reaches
the limit.

5 EVALUATION
5.1 Research Questions

• RQ1: Effectiveness of SmartFL. How effective is SmartFL
compared to other techniques?

• RQ2: Efficiency of SmartFL.What is the time cost of SmartFL
compared to other techniques?

• RQ3: Influence of Different Factor Values. To what ex-
tent do moderate, very low, and very high factor values in
both sensitive and insensitive statements affect the results?

Table 2: Projects from Defects4j dataset, version 1.0.1.

Project Faults LoC

Apache CommonsMath 106 103.9k
Apache Commons Lang 64 49.9k

Joda-Time 26 105.2k
JFreeChart 26 132.2k

Total 222 91.7k
’Faults’ denotes the number of defective versions of the project, ’LoC’
denotes the average lines of code of each project. Bold denotes the

abbreviation for the project.

• RQ4: Effectiveness of Different Components. What is
the contribution of each component to the overall effective-
ness?

• RQ5: Combining with other Techniques. Can SmartFL
improve the effectiveness of combination methods?

5.2 Benchmark and Measurements
We take the projects from Defects4j [15] version 1.0 as our bench-
mark, so as to compare with the results of other approaches in
existing studies [26, 38]. We exclude the Closure project because
it contains many advanced language features as a compiler imple-
mentation, which our current implementation does not support.
We also exclude bugs “Lang-2” and “Time-21” because they are no
longer reproducible due to deprecation. As a result, our dataset
includes four projects, 222 faults, as shown in Table 2.

Our evaluating metric is top-k where 𝑘 is 1, 3, 5, or 10. Top-k
counts the number of faults that are successfully located within the
top k entries of the ranked suspicious candidate list. An existing
study [24] suggested that developers would only check a few entries
in the ranked list, which is consistent with the top-k metric. We
follow the measurement rules provided in a previous study [38].

Regarding the granularity of fault localization, we choose both
statement-level and method-level granularity, the two most fre-
quently used levels. As for method-level evaluation, we calculate
the suspicious score of a method as the maximum suspicious score
of its statements, e.g. the method’s ranking is equal to its highest-
ranking statement.

5.3 Experiment Setup
5.3.1 Implementation. We have implemented our approach for
Java using the instrumentation framework Javassist1. The instru-
mentation causes JVM crashes on some of the subjects in our ex-
periments, and we deem that our approach fails to localize the fault
for these subjects.

As described in Section 4.6, we select up to 50 test methods for
tracing and limit the maximum number of lines to be less than 1.2
million for each trace. Upon building the graph, we limit the maxi-
mum number of lines to be less than 1 million for all compressed
traces. Please note that this selection only applies to our approach
but not any other baseline approach. Our implementation may still

1https://github.com/jboss-javassist/javassist

https://github.com/jboss-javassist/javassist
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run out of memory after the selection on some subjects, and we
treat these cases as failures of our approach to localize the fault.

Our current implementation does not support some advanced
Java features such as reflection and may miss data and control
dependencies introduced by these features. This incomplete mod-
eling may reduce the performance, yet our approach still shows
significant advantages over existing approaches despite this imple-
mentation issue.

5.3.2 RQ1: Effectiveness of SmartFL. To test the effectiveness of
SmartFL, we compare the result of SmartFL with SBFL, represent-
ing coverage-based approaches, and MBFL, representing the ap-
proaches modeling semantics. We do not compare with angelic
debugging because there is no implementation scalable to large
programs as far as we know. According to existing research [38],
we select Ochiai [2] and DStar [33] from SBFL, Metallaxis [23] and
MUSE [21] from MBFL for comparison, and the performance data
of these approaches are obtained from an existing study [38].

5.3.3 RQ2: Efficiency of SmartFL. We compare the run-time cost
of SmartFL with the four baseline approaches described in RQ1.
As Figure 3 shows, SmartFL consists of two steps: (a) tracing and
(b) modeling (including probabilistic inference). In the tracing step,
tracing each test can be run in parallel except project Time because
the tests of Time do not support parallel execution. As a result, we
run tests in parallel with 16 threads for the other three projects and
run tests with a single thread for Time. In the modeling step, we
run modeling and probabilistic inference in a single thread.

5.3.4 RQ3: Influence of Different Factor Values. We assign 0.5-0.5 to
the factor values of insensitive operations and 0.01-0.99 to those of
sensitive operations in our default approach. In this RQ we evaluate
the performance of other possible values. We evaluate 9 pairs of
factor values for insensitive operations: 0.1− 0.9, 0.2− 0.8, . . . , 0.9−
0.1, and 4 pairs of those for sensitive operations: 0.001−0.999, 0.01−
0.99, 0.05 − 0.95, 0.1 − 0.9. This experiment is taken only on project
Lang rather than the whole dataset to save time.

5.3.5 RQ4: Effectiveness of Different Components . We design two
ablation studies to evaluate the effectiveness of two components. In
the first study, we discard the modeling of unexecuted statements
described in Section 4.4 and compare the results on all 222 cases.
In the second study, we discard loop compression described in
Section 4.6.1 and compare the results and time cost on the modeling
step with the original version, on the cases that do not trigger the
limit of total trace lines when discarding loop compression. The
selection ensures all added traces are identical in both versions.

5.3.6 RQ5: Combining with other Techniques. CombineFL [38] is
the state-of-the-art fault localization technique on statement-level.
We combine SmartFL with other methods under the framework of
CombineFL on all 222 cases. CombineFL requires a suspiciousness
score for each standalone technique to perform learning. In SmartFL,
the suspiciousness score of an 𝑖𝑡ℎ − 𝑟𝑎𝑛𝑘𝑒𝑑 statement is defined as
follow:

𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠𝑛𝑒𝑠𝑠 (𝑖) = 𝑛 − 𝑖 + 1
𝑛

Where 𝑛 is the number of all suspicious candidates.

Table 3: Statement-level Performance

Project Technique Top-1 Top-3 Top-5 Top-10

Total

Ochiai 11(5%) 64(29%) 86(39%) 118(53%)
DStar 12(5%) 65(29%) 86(39%) 117(53%)

Metallaxis 21(9%) 69(31%) 89(40%) 111(50%)
MUSE 17(8%) 35(15%) 45(20%) 50(23%)
SmartFL 47(21%) 80(36%) 97(44%) 118(53%)

Table 4: Sign Test Result

Method Positive Negative P-value

vs. Ochiai 87 58 0.01974
vs. DStar 88 59 0.02061

vs. Metallaxis 80 64 0.2112
vs. Muse 100 36 3.72e-08

Table 5: Method-level Performance

Project Technique Top-1 Top-3 Top-5 Top-10

Total

Ochiai 73(33%) 138(62%) 156(70%) 176(79%)
DStar 75(34%) 140(63%) 155(70%) 177(80%)

Metallaxis 70(31%) 129(58%) 149(67%) 166(75%)
MUSE 44(20%) 71(32%) 83(37%) 91(41%)
SmartFL 96(43%) 136(61%) 155(70%) 176(79%)

5.4 Experiment Results
5.4.1 RQ1: Effectiveness of SmartFL. Table 3 shows the numbers
and percentages of faults localized by different approaches at statement-
level. Here, we describe a fault is successfully localized by an ap-
proach if the actual fault position can be found in the top k program
elements returned by the approach. We display the results with
different values of k in the top-k metric. The best results under each
category are in bold fonts. On all the 222 faults, SmartFL performs
best among all values of k. At top-1, 3, and 5, SmartFL improves
114%, 16%, and 9% over the second-best approach, respectively. At
top-10, SmartFL has the same performance as Ochiai.

We also perform a sign test on each pair of techniques consider-
ing faults where at least one technique has a top-10 result on it, and
the result is shown in Table 4. We confine the test to these faults
because a difference between rank 100 and 1000 would not make
a great difference in actual use cases. The result implies that our
method significantly outperforms Ochiai, DStar, and Muse, while
still having more positive than negative cases compared with Metal-
laxis. Still, the negative cases in the sign test show that our method
could be complementary to others, which is further discussed in
RQ5.

Table 5 shows the performance of each approach at method level.
SmartFL performs better than Metallaxis and MUSE using all top-k
metrics. SmartFL has an advantage over Ochiai and Dstar at top-1
and roughly the same effect as they have at top-3,5 and 10.
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Table 6: Average Time Consumption of each Technique (in
seconds, to 2 digits of precision)

Technique Average Lang Math Chart Time CPU

Ochiai 64 26 86 44 85

2.40GHzDStar 64 26 86 44 85
Metallaxis 3500 270 3000 5400 12000
MUSE 3500 270 3000 5400 12000

SmartFL 210 51 140 280 830 2.10GHz

Table 7: DifferentModerate Factor Values for Insensitive Op-
erations

Value Total Top-1 Top-3 Top-5 Top-10

0.1-0.9 133 19(30%) 32(50%) 37(58%) 45(70%)

0.2-0.8 138 21(33%) 35(55%) 39(61%) 43(67%)

0.3-0.7 139 21(33%) 35(55%) 39(61%) 44(69%)

0.4-0.6 141 21(33%) 35(55%) 39(61%) 46(72%)

0.5-0.5 140 21(33%) 34(53%) 39(61%) 46(72%)

0.6-0.4 141 21(33%) 34(53%) 39(61%) 47(73%)

0.7-0.3 142 22(34%) 34(53%) 38(59%) 48(75%)

0.8-0.2 139 22(33%) 32(50%) 39(61%) 46(72%)

0.9-0.1 138 22(33%) 32(50%) 38(59%) 46(72%)

SmartFL focuses on statement-level fault localization and SmartFL
performs better than all other techniques on statement-level. At
method-level, SmartFL still significantly outperforms others in
terms of Top-1 accuracy. The above results demonstrate the ef-
fectiveness of SmartFL.

5.4.2 Efficiency of SmartFL. Table 6 shows the time costs of all
techniques. The performance data of the baselines are obtained
from an existing study by Zou et al. [38]. The execution time is not
directly comparable because the two experiments are on different
hardware platforms. However, we cannot reproduce the experi-
ments by Zou et al. [38] because the implementation only supports
an old version of Defects4J, which is no longer available. Neverthe-
less, the hardware platforms for the two sets of experiments have
CPUs with similar lock speed2, and thus significant time difference
still matters.

As mentioned in Section 5.3, we run tests with a single thread
on benchmark Time so the time cost for Time is much longer than
those of other projects. The average time of SmartFL is 210 seconds,
which is an order of magnitude smaller than MBFL methods. The
result shows SmartFL models the semantics of the program in an
efficient way.

2Intel Xeon E5-2640 v4@2.40GHz-12 cores ([38]) vs. Intel Xeon Gold 6230@2.10GHz-20
cores (ours)

Table 8: Different Very low/Very high Factor Values for Sen-
sitive Operations

Value Total Top-1 Top-3 Top-5 Top-10

0.001-0.999 139 22(34%) 34(53%) 37(58%) 46(72%)

0.01-0.99 140 21(33%) 34(53%) 39(61%) 46(72%)

0.05-0.95 144 21(33%) 35(55%) 41(64%) 47(73%)

0.1-0.9 144 21(33%) 33(52%) 42(66%) 48(75%)

Table 9: Effect of Modeling Unexecuted Statements.

Technique Top-1 Top-3 Top-5 Top-10

Origin 47 80 97 118
w/o Unexecuted 48 80 95 118

Table 10: Effect of Loop Compression (on 93 selected cases).

Technique Time Top-1 Top-3 Top-5 Top-10

Origin 30s 33 50 57 65
w/o Compression 49s 31 49 56 64

5.4.3 RQ3: Influence of Different Factor Values. We re-run our ap-
proach on project Lang with different factor parameters (moderate,
very low, and very high) for both sensitive and insensitive state-
ments. The result is shown in Table 7 and Table 8.

In the first column, the former number denotes the factor value
of getting the correct result when receiving wrong sources and the
latter number denotes the factor value of getting the wrong result.
We can see that the choice of parameters has only a small impact
on the results. This suggests that our model is robust with respect
to different parameters, and could still work without fine-tuning.

5.4.4 RQ4: Effectiveness of Different Components. We perform sev-
eral ablation studies to evaluate the effect of different components
of our approach.

Table 9 shows the effect of modeling unexecuted statements.
Without considering the effect of unexecuted statements, the top-1
and top-5 results receive a small change. In general, the effect of
modeling unexecuted statements is not significant. However, we
notice that the results on 63 out of 222 cases changed, and particu-
larly, “Lang 53” and “Math 79” failed when unexecuted statements
are not modeled. The two newly introduced failures suggest some
Defects4J cases can be successfully localized by SmartFL only with
the help of modeling unexecuted statements.

Following the rules described in Section 5.3.5, we select 93 cases
that do not exceed the limit of total trace lines in the benchmark.
Table 10 shows that the default approach performs slightly better,
which suggests removing redundant sequences from traces could
effectively reduce execution time while preserving effectiveness.
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Table 11: Integrating SmartFL with CombineFL

Technique Top-1 Top-3 Top-5 Top-10

CombineFL Level-2 32(14%) 93(42%) 116(52%) 144(64%)

SmartFL with Level-2 58(26%) 102(47%) 124(56%) 144(64%)

CombineFL Level-4 45(20%) 95(43%) 121(55%) 143(64%)

SmartFL with Level-4 53(24%) 97(44%) 127(57%) 149(67%)

5.4.5 RQ5: Combining with other Techniques. CombineFL is a tech-
nique for combining different fault localization methods. Com-
bineFL has four levels, each consists of standalone techniques with
time cost under a certain level. Level-2 contains only lightweight
methods that require minutes to run, including history-based, stack
trace-based, IR-based, slicing, and SBFL methods. Compared with
level-2, level-4 further includes predicates switching and MBFL,
which usually requires more than an hour to localize the faults.

By excluding heavy-weight approaches and including SmartFL
in CombineFL, the time cost is greatly reduced as SmartFL only
requires minutes to localize one fault. We also combine SmartFL
with Level-4 CombineFL to show our full potential. The result
is shown in Table 11. The top-1 accuracy raises to 58 (26%) by
replacing MBFL methods with SmartFL, while combining with
Level-4 results in better Top-10 accuracy. We notice that combining
more techniques to SmartFLwith CombineFL Level-2 may drop Top-
1 accuracy. The reason could be that SmartFL’s result is correlated
to MBFL’s result but still has a difference. The result also shows a
new learning method may better combine SmartFL and MBFL, and
calls for further research.

6 RELATEDWORK
Fault localization has been intensively studied during the past
decades. Here we leave a full summary of fault localization to re-
spectively surveys [4, 28, 34] and empirical studies [38], and discuss
only the most related work.

6.1 Probabilistic Approaches
Fault localization is inherently a probabilistic analysis process, and
many existing approaches resort to probabilistic modeling. Similar
to our approach, these modeling approaches also treat the sample
space as all possible faults or all possible fault locations and try to
identify the element that has the highest conditional probability
to be faulty based on the observed test results. Different from our
approach that extract the probabilities from the semantics of the
program, most probabilistic approaches either consider only the
coverage and do not model the semantics of the program [10, 27],
or learn the probabilities from test executions [5, 9].

The only exception is Xu et al. [35]’s approach. This approach
solves a different problem, namely interactive fault localization: how
to support the developer when he faces one failing test. Similar to
our approach, their approach also uses probabilistic modeling and
introduces Bernoulli probabilistic variables to represent whether
the runtime values and statements are faulty or not. Our approach

is also inspired by their work, but there are multiple fundamen-
tal differences: (1) To easily integrate the developers’ feedback,
their approach uses two-level reasoning, first calculating the faulty
probabilities of the runtime values and then calculating the faulty
probabilities of the statement. As a result, different test executions
are isolated and thus their approach cannot support fault local-
ization from multiple tests. (2) Their approach does not consider
the effect of the unexecuted branches. (3) Their approach does not
select nor compress test executions.

Difference (1) is essential in our problem, as the passing tests
provide critical information for fault localization and cannot be
ignored. In the example in 1, without the passing tests, we cannot
localize correctly. Differences (2) and (3) are evaluated in RQ4, which
indicates that removing them leads to a performance drop.

6.2 Spectrum-based Fault Localization
Asmentioned before, the main type of coverage-based fault localiza-
tion is SBFL approaches, which calculates the suspicious scores of
program elements based on the numbers of pass/fail tests covering
the element using different formulas [1, 12, 22].

As mentioned, coverage is only one of the four conditions for a
test to fail on a fault, and thus the coverage-based approaches do
not consider the latter three conditions. To overcome this problem,
some existing approaches combine SBFL with program slicing [14,
20, 29], in the sense that only the statements in the slice can produce
and propagate the faults. For example, Mao et al. [20] proposed
SSFL (slice-based statistical fault localization). By calculating the
suspiciousness score on an approximate dynamic backward slice,
SSFL significantly boosts all 16 formulas of SBFL. However, slicing
only reveals the possibility but not the probability that a program
element produces or propagates fault, and thus is a very inaccurate
modeling of semantics.

6.3 Approaches Modeling Semantics
As we have carefully discussed in Sections 1 and 2, MBFL [21, 23]
and angelic debugging [6, 7] are the two main families that model
semantics for fault localization, but both have scalability issues
due to their precise modeling of the semantics. Our evaluation also
shows that our approach is about 10X faster than MBFL and is
much more effective.

6.4 Combination Approaches
Multiple approaches try to combine existing approaches or dif-
ferent information sources. Xuan and Monperrus [36] proposed a
learning-to-rank approach to integrate the suspiciousness scores of
25 existing SBFL formulae. Zou et al. [38] further extended this ap-
proach to integrate the suspiciousness scores produced by different
families of fault localization families. Our approach could also be
integrated using these approaches. As our evaluation shows, our ap-
proach could significantly boost the performance of the combined
approaches.

Other approaches try to use machine learning techniques to com-
bine different information sources. For example, Sohn and Yoo [31]
use the learning-to-rank technique to combine the suspiciousness
scores of existing SBFL formulae, code complexity metrics, and
code history metrics; Li et al. [18] use neural network to combine
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suspiciousness scores of SBFL and MBFL, code complexity metrics,
and text similarity metrics; Küçük et al. [17] use causal inference
techniques and machine learning to integrate predicate outcomes
and runtime values; Lou et al. [19] use neural network to embed
both the syntax of the program and the coverage information. How-
ever, none of these approaches are able to integrate the semantic
information, which is the focus of this paper.

7 CONCLUSION
This paper proposes a novel fault-localization method based on
probabilistic graph model. Specifically, we utilize semantic infor-
mation of different statements, while combining both dynamic and
static information into our model. We conduct an experiment on
a real-world dataset, Defects4J. Our technique is evaluated to be
complementary to existing techniques as it could further improve
state-of-the-art by combining with existing techniques.

To facilitate research, our tool and the fault localization data are
available at https://github.com/toledosakasa/SMARTFL.
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